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Abstract

Multimedia transmission over wireless Internet is a
challenging work since the random errors frequently occurred in
the wireless links heavily deteriorates the performance of
traditional transport protocols such as TCP and UDP. This paper
presents a new scheme for delivering multimedia over a
connection of which only the last hop is wireless link.
Simultaneously error control and congestion control are addressed
in this wireless Internet platform. The packet loss caused by
Internet congestion and wireless error can be differentiated in our
scheme. Fading and high hit error rate (BER) on the wireless link
as well as congestion in the wired network are separately
controlled. Simulation results demonstrate that the proper
congestion control and error control can improve throughput of the
connection and the end-to-end quality of delivered media.

1. Introduction
Mobile Internet and Third Generation (3G) wireless

multimedia applications and services promise a future world of

universal wireless phones, globa roaming and wireless Internet
access. However, the widely used transport protocols in today’s

Internet do not fit well in wireless networks. Thisis mainly due to

the specia characteristics of wireless networks. Wireless networks

usually have a bit error rate (BER) much higher than that of wired
networks. The bit error rate in a wired link is normally less than

102, while in wireless link it often varies from 10° to 107

Moreover, wireless communication may confront with “fading”.

Packets transmitted to a mobile that is in a fading period will be

lost.

The unreliability in wireless links results in low performances
of traditional transport-layer protocols such as UDP and TCP.

e TCP protocol assumes congestion in the network to be the
primary cause for packet losses and unusua delay. It will
halve the transmitting rate while meet the packet lost.
Unfortunately, packets are lost in wireless channel for error
rather than congestion, thereby resulting in an unnecessary
reduction in end-to-end throughput;

»  Both the high BER and frequently occurred fading make
packet loss ratio very high during a UDP connection.

Many works have been made to overcome the drawbacks of
transport protocols over wireless networks. Some split schemes [1,
2, 3] use loca retransmissions at the base station that shield the
random errors over wireless link during a TCP connection. Some
statistical methods [4, 5] are deployed to discriminate packet
losses due to congestion from random errors thus makes current
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TCP congestion control mechanisms still perform well over

wireless Internet. As for UDP, UDP-Lite [6] tries to bypass the

checksum policy for some parts of a packet (e.g., payload of a

packet) in order to decrease the packet lost ratio. This techniqueis

called partial checksum. It leaves the task of correctness checking
for the upper level applications. To deal with the fading problem,

M-UDP [7] develops a mechanism for re-transmitting the lost

packets after the fading ends. All these works had seldom

addressed the following aspects:

*  How to make a congestion control for an unreliable transport
protocol over wireless Internet;

*  Reporting the information of random errors to upper level
applications so that they could adjust their error control
mechanism.

In this paper we propose a new scheme that can efficiently
deliver multimedia over wireless Internet. Packet losses due to
congestion or random error can be distinguished in our scheme.
Proper congestion control and error control are performed, which
are suited for multimedia applications. Featured with
retransmission mechanism, our scheme can aso reduce the packet
loss ratio caused by fading and random errors.

2. An End-to-End Architecture for Multimedia

Delivery Over Wireless Internet

As mentioned above, to transmit multimedia over wireless
Internet, high bit error rate and fading problem will confront over
wireless links. In addition, packets loss may occur in the wired
network. To efficiently deliver multimedia, the upper applications
should be aware of the network conditions. In the meanwhile,
appropriate error/fading control and congestion control should be
taken.

A scheme for multimedia delivery over wireless Internet is
proposed in this paper. Packet losses caused by congestion or by
random errors can be discriminated, thus the congestion control
and error control can be peformed respectively. Network
conditions include packet loss ratio and bit error rate (BER) /
block error rate (BLER) are reported to multimedia application so
that they can adjust their behavior. Retransmission mechanism is
incorporated in our scheme to reduce the errorsin a packet and the
packet losses due to fading.
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Figure 1. System architecture for media over wireless Internet.

To distinguish the packet losses caused by different reasons,
an intermediate node (gateway) a the edge between wired
network and wireless link is introduced in our scheme.
Application-level error control and congestion control are



performed on the sender side based on the feedbacks from the
gateway and the mobile host. Wired network and wireless link are
treated differently in this scheme, thus requiring an agent running
at the intermediate node interacts with the two ends respectively.
Considering the delay constraint, packet retransmissions are only
performed between the gateway and mobile host.

The system architecture of our scheme isillustrated in Figure
1. During a connection, the fixed host (server) sends data to the
mobile host via a gateway. The gateway buffers the data first, and
then relays them to the mobile host (client). The mobile host
calculates the BER/BLER and informs the server periodically.
While a corrupted packet is received, the mobile host would send
a negative acknowledgement (NACK) to the gateway if its delay
constraint can be satisfied. On receiving this negative
acknowledgement, the gateway retransmits the corresponding
packet if it is still in the buffer. The gateway also monitors the
wired network conditions, and sends the congestion information
back to the sender at aregular interval. The TCP-friendly transport
protocol we proposed [8] is adopted in the wired network part for
the purpose of congestion control.

Three agents are running at the server (fixed host), the client
(mobile host), and the gateway, respectively.

2.1 Componentsin the fixed host (server)
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Figure 2. Block diagram of server-side behaviors.

Figure 2 depicts the behaviors of the fixed host. Error
resilient media bitstream is protected by certain error control
scheme. In the meanwhile, partial checksum policy is applied to
the bitstream while performing packetization. Then these packets
are sent to the mobile host. Based on the congestion report from
the gateway, server adjusts its sending rate. Different level error
control schemes are performed on the server side according to the
feedback from the mobile host.

v Data flows

2.2 Componentsin the mobile host (client)
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Figure 3. Block diagram of client-side behaviors.

The components of the client are briefly shown in Figure 3.
On receiving a packet, the mobile host first checks its correctness.
If the packet were corrupted, the receiver would send a negative
acknowledgement within the delay constraint on the client side.
The client is also responsible for notifying the gateway at the end
of fading. At the same time, the BER/BLER over the wireless link
is calculated in the mobile host and reports it to the fixed host
periodically.

2.3 Componentsin the gateway

How the gateway interacts with the server and the client is
illustrated in Figure 4. The gateway caches every packet received
from the server and passes it to the client. It calculates the packet
loss ratio during a specified period and then informs the
congestion information to the server. On receiving the NACKs or
end of fading notifications from the mobile host, the gateway first
finds out what packets it should retransmit and performs packets
retransmission based on certain weighted scheduling algorithm.
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Figure 4. Block diagram of behaviorsin the gateway.

Three major functionalities of our scheme include error
control, fading retransmission, and congestion control. The error
control involves with the server and client, of which the server
adjusts its error protection level based on the BER/BLER report
from the client. Fading retransmission is accomplished by the
collaboration between the gateway and the mobile host. While
congestion control can be performed by adjusting the sending rate
on the server side based on the feedback from the gateway.

3. Error Control

To overcome the high BER/BLER over the wireless links, an
error control mechanism is designed as follows.
Partial checksum

A wireless link usualy has a much higher bit error rate than
that of wired network. Based on the checksum policy, traditional
UDP will discard every packet that contains errors, even in a
single bit error case. The multimedia applications, however, can
tolerate certain level of errors. Thus it is inefficient if those
corrupted packets cannot be delivered to applications. With thisin
mind, the partial checksum policy is incorporated in our end-to-
end architecture. It alows users to implement checksum for
certain parts of packet user defined. Thus, when some errors occur
in the non-partial-checksum parts of a packet, it can till be
delivered to the upper application. How to handle this corrupted
packet is |eft to the application. By using partial checksum, packet
loss ratio can be decreased dramatically.
BER/BLER report generation

The mobile host should estimate bit error rate periodically
and report it to the server. On recelving the BER/BLER



information, the server informs it to the upper-level application. If
the feedback information indicates a high BER/BLER, the
application enhances the error control and vice versa. Note that the
error control is performed at application level, because different
applications usually have different error control mechanisms. For
example, the application can perform channel-adaptive UEP
(unequal error protection) according to the channel and media
characteristics [9]. The following is the details of calculating the
BER/BLER of a wireless link. The packets transmitted over the
wirelesslink only have their header checksumed.

Suppose the probability of asingle bit error is b, the length of
the packet header is hl. If no dependency is considered, the packet
error probability (Pe) can be simply calculated using the following

equation: p_ = |, where n is the number of the transmitted
n

packets during a specified period of time, and i is the number of
the corrupt packets. Taking the error dependency into
consideration, other similar formula can be used. Since the
relationship between BER (b) and P, can be formulated by
P, =1-(1-b)" weobtainbas b=1-(1-P,)¥" .
Handling corrupted packet

When mobile host receives a corrupted packet, it may send a
negative acknowledgement to the gateway if the delay constraint
for that packet can be satisfied. It is known that multimedia often
is delay sensitive, if the corresponding delay bound is exceeded,
there is no need to send request for the retransmission. Notice that
the sequence number of the corrupted packet is sent with the
NACK. On receiving this negative acknowledgement, the gateway
should retransmit the packet if it can be found in the buffer.

4. Dealing with Fading

Neither the gateway nor the mobile host can know the
beginning of fading. However the mobile host can observe the end
of fading. A timer to indicate fading is running on the mobile host
side during a connection. Every reached packet resets this timer. If
the timer runs out, the mobile host considers the fading happening.
The mobile host should notify the gateway immediately as soon as
it comes out of fading. In the out-of-fading notification, mobile
host should tell the gateway which packet has been lastly received
before fading and which packet has been firstly received after
fading, so that the gateway can find out what packets in the buffer
should be retransmitted.

Since the gateway cannot be noticed when the fading happens,
it continuously transmits the packets to the mobile host. But it can
deduce that fading has happened when it receives the end-of-
fading notification from mobile host. On receiving that, the
gateway retransmits the packets in its buffer according to
indications in the end-of-fading notification packet.

Figure 5 describes the flows of processing retransmission. As
mentioned above, the gateway relays the packets from the server
to the client. In the meanwhile, it puts every packet that has been
transmitted into a buffer. Suppose the fading happens &fter the
gateway has relayed packet 2 and ends when the receiver get
packet 7. So the mobile host knows the fading has happened and
sends an “eofn” (end of fading notification) to the gateway with
the sequence no 2 and 7 in it to indicate the beginning and ending
of the fading, respectively. On getting the “eofn”, the gateway first
finds the packets specified the “eofn” in its buffer, and then
retransmits those packets (3, 4, 5, 6 in this case) to the mobile host.
During the retransmission phrase, the gateway should cache the
packets (8, 9, ... in this case) from the server simultaneoudly.

After the retransmission phrase, the gateway should first deliver
the packets cached in the buffer during the retransmission phrase.
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Figure 5. Fading retransmission procedure.

5. Congestion Control

The fixed host adjusts its sending rate in response to the
feedback information from the gateway, which indicates the
packet loss ratio caused only by congestion. Considering the
multimedia delivery requirement, the sending rate should be
smoothly adjusted. Our proposed TCP-friendly transport protocol
[8] is used here for congestion control. On receiving the feedback
information, the server estimated the available bandwidth by the
round trip time, packet loss ratio and retransmission time out. The
sending rate is smoothly adjusted by the estimated available
bandwidth and historical information.

The gateway estimates the packet loss ratio using the method
described in [8]. After certain period of time, it reports the
congestion information to the fixed host. Note that the packet loss
ratio is not that between the server and the gateway, but that
between the server and the client. As described above, the gateway
is the last hop of the connection between the fixed host and the
mobile host. If the bandwidth between the fixed host and the
gateway is larger than that between the gateway and the mobile
host, packet loss will happen at the wireless link between the
gateway and the mobile host. So it would be appropriate to
estimate the packet loss ratio between the fixed host and the
mobile host.

Based on the client’s feedback packet, the server can adjust
the current round trip time (RTT) using the following equation:

RTT=axRTT+(1-a)xM,

Where RTT s the current round trip time, RTT is the estimated
round trip time, @ is a weighting parameter, and M can be
calculates as follows.

M =now- ST —ART +2x psize/ rate,

where now is the timestamp indicating the time at which the
congestion information was received in the server, ST is the time
at which the server is about to send the packet to the mobile host,
ART isthetime interval between the packet that is being sent to
mobile host and the congestion information that is about to be sent
to sender, psize is the packet size, and rate is the bandwidth of the
wireless link. Note that the calculation of ART is different from
that in [8]. It's not only the interval during which a packet staysin
the gateway, but also the time spent in the last wireless link.
Moreover, the management of buffer at the gateway should
also be taken into account. The buffer caches al data from the
fixed host in the order that the gateway receives them. When
retransmission is needed, transmitting the packets localy (over
wireless link) can reduce the delivery time and packet loss ratio.
During the retransmission of packet, the gateway should cache the



packets from server at the same time. Considering the different
media priorities, the weighted scheduling scheme can be adopted
here to control the buffer so asto improve the end-to-end quality.

6. Simulation
6.1 Simulation environment

To demonstrate effectiveness of our scheme, we use network
simulator version 2 (NS2) to study the transport scheme. Figure 6
illustrates the network topology of the smulation. A single shared
bottleneck link with the bandwidth of 0.75Mbps is used in this
topology. The dash line represents a wireless link. It has the
bandwidth of 0.2Mbps and delay of 100ms. All links are
configured as droptail links. Except for the wireless link and
bottleneck link, the bandwidth of all other links is 10Mbps. To
characterize the wireless environment, we add two error models to
the wireless link to respectively simulate the bit error rate and
fading. In the simulation, the background traffic consists of three
infinite-duration TCP-Taheo connections.

For simplification, the delay constraint of a packet has not
been checked when re-transmitting the packet. In addition, the
weighted scheduling agorithm for the buffer management has not
been applied. Instead, FIFO agorithm is used to control the buffer
in the gateway. The buffer size is chosen largely enough to
accommodate the packets sent from the fixed host during fading
and packet retransmission phase.
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Figure 6. Simulation topology.

To demongtrate the effectiveness of partial checksum and
congestion control, in this ssimulation, we tested: (1) TCP Tahoe;
(2) UDP; (3) our scheme without partia checksum (denoted as
WMSTFP/PC); (4) our scheme without the partial checksum and
the congestion control (denoted as WMSTFP/PC&CC); (5) our
scheme (denoted as WM STFP).

To define a fair sending rate for the schemes (2) and (4), we
first run the simulation of our scheme, then calculate the average
sending rate during the simulation based on the throughput of our
scheme, and finally use this rate for schemes (2) and (4) in the
simulation.

The metrics of the performance are throughput (shown in
number of packets received during simulation time) and packet
lossratio (shown in packet received rate).

6.2 Simulation results

With the packet length of 1000 bytes and packet header
length of 40 bytes, we measured the throughput and packet loss
ratio for different schemes under different fading probability and
bit error rate during 300 seconds. Here the fading is defined as not
receiving any packet within 0.4 second.

Figure 7 shows the performance comparison results under
different BER (10° to 10™). The fading probability varies from
0.01 to 0.1 in this case. It can be seen at under high BER (10°9),
the throughput and received rate of al the other schemes except

ours are extremely low while our scheme still has about 75%-91%
received rate and the throughput of about 3000-3800 packets. This
is dueto the partia checksum policy of the packetsin our scheme.
The packet loss ratio can be caculated using equation

Pog =1-(1- b)!®9" \vhere Py is the packet loss ratio,

length is the length in a packet with checksum policy. If BER is
1073, the packet loss ratio for packets without partial-checksum
(length is 8000 hit) is greater than 99.96%, while the packet loss
ratio for packets with partial-checksum (length is 320 bit) is only
27.40%. With the aid of re-transmitting the corrupted packets, our
scheme can achieve 90% packet received rate and about 3800
packets throughput. One thing needs to emphasize is that with the
partial checksum policy all packets received on the mobile host
side may not be correct. Whether they can be used is up to the
application’s error control and error correction mechanism.

As the BER is low enough (e.g., 10°®), it can be seen that the
probability of fading is the dominating factor affecting throughput
and received rate. With the increasing of fading probability, the
received rate of UDP falls down quickly. While the other three
schemes with fading retransmission mechanism fall a little bit
lower.

Figure 8 shows the performance comparison results with
varying BER. The fading probability is fixed to 0.05 in this case.
It can be seen that the throughput falls down when BER increases
higher because the overhead must spend to retransmit the
corrupted and lost packets. The packet received rate falls when
BER increases, because higher BER makes the possibility of
dropping NACK packets, and end of fading notification packets
higher.
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Figure 7. Comparison results of five schemes.
(a) Throughput comparison at BER 10, (b) Received rate
comparison at BER 10, (c) Throughput comparison at BER 10°°.
(d) Received rate comparison at BER 10°.

7. Conclusion

This paper addresses how to efficiently deliver multimedia
over wireless Internet. A transport scheme is proposed that can
achieve this goa by:

»  Deploying a split architecture to distinguish the congestion
and error status in wireless Internet connections;

* Reducing the fading effect in the wireless link through
retransmitting cached data in the gateway near base-station;

*  Improving both the throughput and the received rate from end
to end using partial checksum and proper congestion control;

»  Leaving decision on how to correct the corrupted packet to
application so that media characteristics can be considered to
achieve better efficiency;

 Applying differential scheduling scheme to different
prioritized media in the gateway so that end-to-end quality
can be improved.

Simulation results show that our scheme performs well
comparing with other schemes. Both the throughput and received
rate of our scheme change smoothly and stand at a relatively high
level when BER and fading probability varies.
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